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We report the observation of strong coupling of a macroscopic ensemble of ∼1016 Fe8 molecular
nanomagnets to the resonant mode of a microwave cavity. We use millimeter-wave spectroscopy to measure
the splitting of the system’s resonant frequency induced by the coupling between the spins and
the cavity mode. The magnitude of this splitting is found to scale with

ffiffiffiffi
N

p
, where N is the number of

collectively coupled spins.We controlN by changing the system’s temperature and, thereby, the populations
of the relevant spin energy levels. Strong coupling is observed for two distinct transitions between spin energy
states.Our results indicate that at low temperatures nearly all of the spins in the sample couplewith the cavity’s
resonant mode even though there is substantial inhomogeneous broadening of the Fe8 spin resonances.
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For two decades, single-molecule magnets (SMMs) have
heldpromise tobecomeanultrahigh-densitymagnetic storage
medium [1], and there has been significant recent progress
towards realizing this goal [2]. In tandem, because SMMs are
quantum systems [3], they have been suggested as possible
qubits [4].Quantumcoherent phenomenahavebeenobserved
in several SMM systems [5–8] with some exhibiting
coherence times on the order of 1–10 μs. There has also
been major progress in addressing individual SMMs [9–16].
Alternatively, SMMsmay be employed as a form of quantum
memorywithin a hybrid quantumprocessor [17–21] inwhich
quantum information is stored holographically in the entire
crystal rather than bitwise in individualmolecules. A first step
towards implementing such a scheme with SMMs is to
demonstrate that SMMs can quantum coherently couple to
the photon states of a resonant cavity. Here we present
spectroscopic evidence that nearly all of the∼1016 molecules
in a crystal of theFe8 SMMcollectivelycouplewitha resonant
cavity mode. We find that the strength of the coupling scales
with

ffiffiffiffi
N

p
, where N is the number of collectively coupled

spins, a parameter that depends on the system’s temperature.
Our results indicate that such collective coupling occurs even
though there is substantial inhomogeneous broadening of the
Fe8 spin resonances.
Coherent couplingbetween two-level systems(e.g., spins)

and cavity photons lies at the heart of cavity quantum
electrodynamics. Such interactions have been seen in many
systems, including individual atoms [22], Bose-Einstein
condensates [23], semiconductor quantum dots [24,25],
and superconducting qubits [26]. In each of those systems
the coupling is via electric-dipole transitions. Recently,
coupling cavity photons to spins via magnetic dipole
transitions has been investigated [27]. Thisweaker coupling,
while more challenging to observe, may lead to longer
coherence times. Coupling of spins and cavity photons

has been observed in several low-spin systems, including
standard electron-spin resonance materials [28,29],
nitrogen-vacancy centers in diamond [21,30,31], N-doped
buckyballs [32],Cr3þ impurities in ruby [33], aswell as other
magnetically doped materials [32,34,35]. In all of these
systems the spin belongs to a single atom, ion, or nucleus. In
contrast, SMMs are more “macroscopic” artificial magnets
where the spin degree of freedom is a joint property of an
entire metal-oxide molecular cluster. These magnets have a
large magnetic anisotropy, which produces a sizeable zero-
field splitting between spin states. This enables coupling the
spins to microwave photons at low magnetic fields, making
someSMMs(withappropriateanisotropyvalues)potentially
integrable with superconducting resonators and qubit cir-
cuits, which cannot operate at high fields. The macroscopic
nature of SMMs presents a complication: For many SMMs,
variations in the local environment of the molecules within a
crystal lead to slightly different properties for eachmolecule
[36] and inhomogeneous broadening of spectral resonance
lines [37]. At the same time, with ∼1 molecule per unit cell
and a large (s ∼ 10) magnetic moment, SMMs also have an
extremely high spin density, leading to amuch stronger spin-
photon interaction than what is seen in many other spin
systems.Our results show that thehigh spindensity inSMMs
can be harnessed to create a coupling strong enough to
overcome the intrinsic inhomogeneity of the system.
The Fe8 molecule [Fig. 1(c)] is a spin-10 object with a

large magnetocrystalline anisotropy, resulting in a preferred
orientation for the spin, the so-called “easy” axis. As the
spin tilts away from this axis, its energy increases, creating
an effective double-well potential [Fig. 1(a)] as a function
of the angle between the spin and the easy axis. The Fe8
spin Hamiltonian is given by
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H ¼ DS2z þ EðS2x − S2yÞ þ CðS4þ þ S4−Þ − gμBB⃗ext · S⃗;

(1)

where B⃗ext is the externally applied magnetic field, g ≈ 2,
D ¼ −25.2 eV, E ¼ −4.02 eV, and C ¼ 7.4 × 10−4 eV
[38]. The first term in Eq. (1) makes the z axis the easy
axis and defines the double-well potential. The spin has
2sþ 1 ¼ 21possibleorientation states,m ¼ −10;−9;…10

[levels in Fig. 1(a)]. The easy-axis field component Bz tilts
the potential, as shown, and increases the energy differences
between the lowest states.
Because of its anisotropy, an SMM’s energy levels are

typically anharmonically dispersed, as shown in Fig. 1(a),
and so only one pair of spin levels will effectively couple to
the cavity at a time. This pair then behaves as an effective
spin-1=2 system. We relabel the lower (upper) of the
relevant states as j↑i (j↓i) and define ℏωS as the energy
difference between these two states. For example, when we
truncate the states in Fig. 1(a) to the two lowest levels, we
set j↑i ¼ jm ¼ 10i and j↓i ¼ jm ¼ 9i.
The interaction of a two-level system with a cavity can

be modeled by the Jaynes-Cummings Hamiltonian [39]:

H ¼ Hspin þHrad þHint; (2)

where Hspin ¼ ðℏωS=2Þð1 − σzÞ is the spin Hamiltonian
[i.e., Eq. (1) truncated to the two relevant levels],
Hrad ¼ ℏωCa†a is the Hamiltonian for the cavity mode,
and Hint ¼ ðℏg1=2Þðaσ− þ a†σþÞ is the spin-photon

interaction Hamiltonian. The σ’s are standard Pauli spin
matrices in the fj↑i; j↓ig basis and a†ðaÞ is the photon
creation (annihilation) operator for the cavity mode, acting
on photon-number basis states jni. Offsets have been
chosen to make the energy of the j↑ij0i ground state zero.
The spin-radiation interaction strength g1 is given by

g1 ¼ jh↑jST j↓ijgμBBrf=ℏ; (3)

whereBrf is the radiativemagnetic field of a single photonand
ST is the projection of the spin operator in the direction ofBrf .
The subscript 1 in g1 indicates that a single spin is coupled to
the cavity. With n ≤ 1, the excited eigenstates of Eq. (2) are

jþi ¼ sinðφ=2Þj↓ij0i þ cosðφ=2Þj↑ij1i;
j−i ¼ cosðφ=2Þj↓ij0i − sinðφ=2Þj↑ij1i; (4)

with energies

E� ¼ ℏ
2
ððωC þ ωSÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δ2 þ 4g21

q
Þ; (5)

where Δ ¼ ωC − ωS is the cavity-spin detuning and
tanφ ¼ 2g1=Δ. Equation (5) describes two branches of a
hyperbolawith asymptotesE ¼ ℏωC andE ¼ ℏωS. For large
Δ, theexcited eigenstates approach the independentexcitation
of the cavity or the spin [dashed gray level j↓i in Fig. 1(b)],
respectively, and the excited states of the total system arewell
describedby j↑ij1iand j↓ij0i.Applyinganexternalmagnetic
field increases ωS, raising the energy of the j↓i state [from
dashed to solid level in Fig. 1(b)].WhenωS becomes close to
ωC [vertical dashed black line in Figs. 2(b),(c)], the spin will
interact with the cavity mode and the system’s excited states
hybridize.AtΔ ¼ 0 andwith one excitation in the system, the
splitting between the two branches, Eþ − E− is 2ℏg1, the
vacuum-Rabi splitting, and the excited states of the system
become simply j�i ¼ ð1= ffiffiffi

2
p Þðj↓ij0i � j↑ij1iÞ, the two

split states in Fig. 1(b).
Using the structure of our cavitymode, it is straightforward

to calculate the single-photon field at the position of the
sample tobeBrf ¼ 3.7ð6Þ × 10−7 G.Equation (3) thenyields
g1=2π ¼ 2.4 Hz, much too small to be detected in a realistic
experiment. As first shown by Tavis and Cummings [41],
when N identical spins couple to the cavity, the interaction
strength becomes

gN ¼
ffiffiffiffi
N

p
g1: (6)

The system’s energies are still described by Eq. (5) with g1
replaced by gN and the eigenstates by Eq. (4) with j↑i and j↓i
replaced, respectively, by j⇑i ¼ j↑↑↑…↑i and j⇓i¼
ð1= ffiffiffiffi

N
p Þðj↓↑↑…↑iþj↑↓↑…↑i;þ…þj↑↑↑…↓iÞ; where

the latter describes an equal superposition of each spin being
flipped into the excited state (while the remainder stay in the
ground state). For the case relevant to our experiments, where

FIG. 1 (color online). (a) Double-well potential for a single-
molecule magnet in a magnetic field. The levels correspond to
different spin-orientation states. (b) Schematic of spin-photon
interaction. One pair of SMM levels (the lowest two for the case
shown) are labeled j↑i and j↓i, as shown.Photon-number states are
labeled j0i and j1i. A magnetic field causes the excited state j↓i to
shift upwards (from the gray, dashed level). When j↓i and j1i are
nearly degenerate, the two states hybridize, as shown in themiddle
of the panel, producing a minimum splitting of 2ℏg1. (c) Structure
of the Fe8 SMM studied. (d) Photograph of an Fe8 single crystal
mounted in a cylindrical resonant cavity of radius 1.28 mm and
depth 3.96 mm. Lines have been added to guide the eye.
(e) Magnetic field lines for the TE011 resonant mode in the cavity.
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N ∼ 1016 spins couple toacavitymode,gN=2π is∼200 MHz,
an easily detectable frequency splitting.
In coupling to the cavity, the collection of N spins

behaves as one “superspin” with s ¼ N=2 [42]. The spin
state j⇓i corresponds to a rotation of the superspin vector
from the z axis (such that the z component of the spin is
reduced by 1). In our experiment, the number of photons in
the cavity n is on the order of 1010. Nevertheless, Eq. (6)
remains valid when the assumption n ≤ 1 is replaced by the
less stringent condition n ≪ N. The latter corresponds to
the limit in which the superspin’s angle relative to the z axis
remains small. The anharmonic limit, in which this angle is
large, gives rise to superradiant states [42]. In practice, N
depends on temperature and thereby permits in situ control
of the coupling strength gN .
Crystals of Fe8 were synthesized using standard tech-

niques. The crystal used for measurements was photo-
graphed under a microscope to determine its dimensions.
Using those and the known unit cell for Fe8 [43], we
determined that the sample consists of N0 ¼ 2.3ð4Þ × 1016

SMMs. Figure 1(d) shows a photograph of a single crystal
of the Fe8 SMM mounted in our cylindrical copper cavity.
The TE011 mode of our cavity has a resonant frequency of
147.677(2) GHz and Q ∼ 4000. For this mode, the oscillat-
ingmagnetic field, shown inFig.1(e), isnearlyperpendicular
to the easy axis. The sample is mounted with its easy axis
θ ∼ 35° from the external dcmagnetic field, which is parallel
to the cavity’s symmetry axis. Our experimental setup is
shown schematically in Fig. 2(a). We performed measure-
ments of the radiation power reflected from the cavity-
sample system as a function of frequency and dc magnetic
field at several temperatures between ∼1.8 and 20 K.

Figures 2(b) and 2(c) show absorbed power at 1.8 and
7.0 K, respectively, for a range of frequencies and magnetic
fields. Resonances of the system appear as yellow or red
regions. The data exhibit two distinct resonant branches,
each of which corresponds to one of the coupled spin-
photon states in Eq. (4). At low magnetic fields, the
resonances appear near the bare cavity resonance frequency
(vertical dashed line) and the excitation frequency for the
dipole-allowed m ¼ 10-to-9 spin transition (lower red
dashed line). When the field approaches the value at which
these resonances would cross in the absence of interaction,
a clear avoided crossing opens up with the upper-left
branch curving and eventually approaching the cavity
resonance frequency. The lower right branch tends towards
the spin transition frequency but signal strength is lost
as the frequency increases. Irrespective of this loss of
signal, the upper left branch clearly transits smoothly
between cavitylike and Zeeman-like behavior, indicating
that the system has entered the so-called strong-coupling
regime with states like those described by Eq. (4).
Moreover, we find that there is a range of fields at which
two resonance frequencies are observed [40], a telltale sign
of strong coupling. Both branches can be fit very well by
Eq. (5) (with g1 replaced by gN) as shown by the black
dashed curves in Fig. 2(b) [40]. Only two parameters in the
fit are unconstrained by the spin Hamiltonian or the cavity’s
resonant frequency: θ, the angle between the easy axis and
the magnetic field, a parameter that was restricted to be the
same at all temperatures, and gN , which was allowed to
vary with temperature. The former determines the slope of
the spin transition frequency’s field dependence (lower red
dashed line) while the latter determines the gap between the
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FIG. 2 (color online). Spectroscopic technique and results. (a) Schematic diagram of experimental apparatus. (b) and (c) Absorbed power
as a function of magnetic field and radiation frequency at 1.8 and 7.0 K, respectively. Yellow and red indicate regions of significant power
absorption. The dark blue regions are largely artificial, produced by our background-subtraction procedure [40]. The lower (upper) red
dashed line is the Zeeman energy separation for them ¼ 10-to-9 (9-to-8) transition. The dashed black (cyan) curve is a fit of the data for the
lower- (upper-)field data to Eq. (5). The outset of (b) shows a zoomed-in view of the boxed region with a slightly different coloring scheme.
Similarly, the data within the lower boxed region in (b) are rendered with a different coloring scheme to emphasize the weaker features. In
both (b) and (c), an essentially field-independent background was subtracted to enhance visual presentation [40].
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two branches of the hyperbola. Our fits provide a best value
of θ ¼ 37:7°, close to the expected value of 35° based on
the sample’s orientation. For the data shown in Fig. 2(b),
we obtain gN=2π ¼ 0.519ð4Þ GHz.
Figure 2(b) shows another, much smaller feature where

the upper red dashed line, corresponding to the m ¼ 9-to-8
transition, intersects the cavity frequency; the feature is
highlighted in the outset. Since at 1.8 K there are far fewer
molecules in the excited m ¼ 9 state than in the m ¼ 10
ground state, the value of N for the 9-to-8 transition is very
small, resulting in a smaller coupling to the cavity mode.
The splitting gN for this transition can be increased by
raising the temperature T and, thereby, N for the m ¼ 9
state. Indeed, as shown in Fig. 2(c), increasing T to 7.0 K
decreases the magnitude of the splitting associated with the
(lower field) 10-to-9 transition and dramatically increases
the coupling associated with the (higher field) 9-to-8
transition. This observation reflects the fact that raising
the temperature monotonically reduces the population in
the ground (m ¼ 10) state while initially increasing the
population of the excited (m ¼ 9) state.
We fit the data in Fig. 2 (and similar data at other

temperatures) to obtain values of gN for each spin-cavity
resonance at all temperatures for which a good fit to Eq. (5)
could be obtained. g2N should be proportional to the relative
population p ¼ N=N0 for the relevant transition. In Fig. 3,

we plot ðℏgN=jh↑jS
⇀

T j↓ijμBgÞ
2 ¼ pN0B2

rf as a function of
temperature for the two transitions measured. It is straight-
forward to calculate the populations p of the m ¼ 10
and 9 states as a function of temperature with no adjustable
parameters [40]. The solid curves in Fig. 3 show this
temperature dependence for the relevant levels, m ¼ 10
and m ¼ 9. The agreement between the data and the
corresponding populations is evident. The only adjustable
parameter for these curves is the product of N0 and B2

rf,
which determines the vertical scale of the curves. Taking
N0 ¼ 2.3 × 1016, we determineBrf ¼ 5.30ð1Þ × 10−7 G for
the 10-to-9 transition [Fig. 3(a)] and 4.98ð3Þ × 10−7 G for
the 9-to-8 transition [Fig. 3(b)]. These values agreewell with
eachotherandareon thesameorderasourcalculatedvalueof
3.7ð6Þ × 10−7 G. The discrepancy may arise from modal
mixing with the nearly degenerate TM111 mode.
Inhomogeneous broadening in Fe8, as in many SMMs,

arises from variations within a sample of the anisotropy
parameter D, as well as other Hamiltonian parameters [37].
The broadening can be seen in the ratherwide spin resonances
in the data in Fig. 2, which have aGaussianwidth of∼760 Oe
[40], corresponding to a frequency width of σω=2π∼
1.7 GHz.AGaussian distribution ofN spin resonant frequen-
cies ωS is expected to still couple collectively if σω ≲ gN
[44–46]. Remarkably, our results do not quite meet this
condition with σω ≳ 3gN . In this regime, theory predicts a
single S-shaped curve centered on the intersection of the
Zeeman linewith the cavity frequency (see [40]) instead of the

two distinct branches that we observe in Figs. 2(b),(c). The
light blue asterisks in Fig. 2(b) indicate the turning points of
the predicted resonance curve, calculated following [45] and
using themeasuredvalueofσω and thevalueofgN determined
for that data set. The fact that the actual data do not show such
turning points (most obvious in the left branch) indicates an
unexpected collective coupling despite significant inhomo-
geneous broadening. This may be due to the existence of a
small nonlinearity in the spin-cavity or spin-spin interactions
that induces the spins to synchronize [47] asΔbecomes small,
or thepresenceof someweakadditional couplingmechanism,
perhaps mediated by the crystal lattice [48]. These and other
possiblemechanisms are the subject of ongoing experimental
and theoretical investigations. Regardless of the specific
mechanism, our findings indicate that the spins need not have
nearly identical resonant frequencies in order to couple
collectively to a cavity mode but can do so even with
substantial inhomogeneous broadening.
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FIG. 3 (color online). Measured frequency splitting as a
function of temperature for the (a) m ¼ 10-to-9 transition and
(b)m ¼ 9-to-8 transition. The splitting has been recast in terms of
the relative level population p of the lower level (see text) and
compared with populations calculated using the known energy
levels for the Fe8 single-molecule magnet (solid curves).
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The broadband detector employed in our apparatus contains
an inverting diode so that higher levels of power absorption
(indicative of resonances of the system) appear as peaks in
the data rather than as troughs. Thus, the data can be sim-
ply interpreted as representing absorbed power relative to an
unimportant offset.

The upper panel in Fig. 1 shows raw data for absorbed
power as a function of frequency and magnetic field at 7.0
K. The vertical bands in the figure are due to low-finesse reso-
nances of our probe’s waveguide, resulting in a roughly sinu-
soidal variation of power with frequency. While the signal
from these background resonances varies significantly with
frequency, it depends weakly on the applied magnetic field.
It is straightforward to largely remove the background signal
by taking the frequency dependence at low or high magnetic
fields, i.e. far from where the sample interacts with the cav-
ity, as reference data and subtracting it off from the data at all
fields. Such an operation (followed by adjustments to color
scale for visual clarity) performed on the 1.8 and 7.0 K data
yields Figs. 2b and 2c (in the main text), respectively. The
subtraction procedure results in the artificial dark blue regions
in those figures because the procedure subtracts the bare cav-
ity resonance from the data. We emphasize that these figures
are produced for purposes of visually displaying the data. Ac-
tual data analysis was done on the raw data, as we explain
presently.

Since the background is largely independent of magnetic
field, we can isolate the spin resonance peaks from the back-
ground by analyzing constant-frequency subsets of the data.
The lower panels of Fig. 1 show constant-frequency slices
(along the thin vertical dashed lines in the upper panel) of ab-
sorbed power as a function of field. Two peaks are clearly visi-
ble, the lower-field one corresponding to the 10-to-9 transition
and the higher-field one corresponding to the 9-to-8 transition.
Some field dependence in the background is also observed. To
find the position of each peak (magnetic field value for the res-
onance), we separately fit the data in the vicinity of each peak
to a Gaussian plus a line, the latter to account for the variation
of the background. Such a fit provides resonant-field values
and uncertainties at each value of frequency. The peak posi-
tions obtained in this way for one data set are shown by the or-
ange and green points in the upper panel of Fig. 2. The fitting
procedure returned a small number of clearly spurious data
points, which were omitted from subsequent analysis. The os-
cillations in the peak positions as a function of frequency are
remnants of background effects that were not fully accounted
for by our fitting procedure. Because the magnitude of these

background fluctuations is generally much larger than the un-
certainties in the measured peak positions, we neglected these
uncertainties in subsequent fitting.
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FIG. 1. Absorbed power as a function of frequency and magnetic
field at T = 7.0 K. The lower panels show absorbed power as a func-
tion of magnetic field for a fixed frequency, i.e. data along the in-
dicated vertical dashed line in the top panel. The orange and green
curves are fits to a Gaussian plus a line, the latter to account for the
behavior of the background. The vertical scales for the two lower
panels are somewhat different.

We next fit the frequency dependence of the peak field po-
sitions. The expected dependence can be obtained from Eq. 4
(main text) and the very good approximation that the spin res-
onance frequency, fS = ωS/2π depends linearly on field:
fS = f0 + βH . Making this substitution in Eq. 4 and solving
for H yields

H =
1

β

(
(gN/2π)

2

fC − f
+ f − f0

)
, (1)

where f = ω/2π is the resonance frequency of the coupled
system and fC = ωC/2π is the bare-cavity resonance fre-
quency. The constants f0 and β depend on the anisotropy
parameters of the Hamiltonian and the angle θ between the
easy axis and the magnetic field. f0 and β depend weakly
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FIG. 2. Resonance peak positions as a function of frequency (orange
and green points) determined from fitting the data, as described in
the text. Data for (a) 7.0 K (obtained from an analysis of Fig. 1)
and (b) 1.8 K are shown. The oscillations of the peak positions are
due to remnant effects of the frequency-dependent background. The
data are fit (dashed lines) to Eq. 1. The shaded regions indicate the
ranges of magnetic fields over which the system unambiguously ex-
hibits two resonant frequencies. The blue curve in (b) shows the
expected field dependence of the resonance given the measured in-
homogeneous broadening of the spin resonance.

on the azimuthal angle ϕ, which determines the orientation
of the field in relation to the intermediate (x) axis of the Fe8
molecule. The dependence on ϕ is sufficiently weak that it
is not a reliable fitting parameter and we simply fixed ϕ at
the expected value of 108.7◦, based on the crystal’s orienta-

tion. We set the Hamiltonian parameters at the values given
in the main text and let θ be a free parameter. f0 (θ) and β (θ)
were then calculated by diagonalizing the Hamiltonian to ob-
tain its eigenenergies, then determining the frequency fS for
the relevant (e.g. 10-to-9) resonance as a function of H and θ,
and fitting the H dependence to a line in the experimentally
relevant range of field values. Eq. 1 was simultaneously fit
to the resonance peak positions corresponding to the relevant
spin resonance with θ, fC and gN as fitting parameters. θ was
forced to be the same for each data set while fC and gN were
allowed to vary from one data set to the next. Our fits yielded
θ = 37.7◦ and a separate best-fit value of gN for each data
set. The upper panel of Fig. 2 shows the peak-position data
obtained from the data shown in Fig. 1 and the resulting fit to
Eq. 1, following the procedures described above. The lower
panel in Fig. 2 results from applying a similar procedure to
data at 1.8 K. At that low temperature, the higher-field (9-to-
8) resonance does not display an unambiguous splitting and
only the signal from the lower-field (10-to-9) resonance was
analyzed.

The values of fC obtained from our fits show a variation
with temperature on the order of 10 MHz. fC values for the
9-to-8 resonance were generally somewhat smaller than those
for the 10-to-9 resonance. This weak behavior is likely due to
a combination of changes in mean dipolar fields with temper-
ature and the remnant effect of one spin-cavity interaction on
the other one. Neither of these effects is significant enough to
substantially impact our main conclusions.

One important feature of the data is the fact that for some
regions of field, the system has two distinct resonant frequen-
cies, as illustrated in Fig. 2 by the shaded regions. This obser-
vation indicates that the spin-cavity system is in the so-called
strong-coupling regime.

The blue curve in Fig. 2(b) shows the predicted behavior of
the resonance peak, given the measured amount of inhomo-
geneous broadening (σω) and assuming a Gaussian inhomo-
geneous lineshape, as discussed in the main text. The actual
data clearly does not follow this predicted behavior. The turn-
ing points of this curve are marked by the light blue asterisks
in Fig. 2(b) of the main text.

The values of gN obtained from our fitting procedure are
plotted in Fig. 3 (main text) and fit to the energy-level popula-
tions with one adjustable parameter, as described in the main
text. In our population calculations, we also included levels in
the known s = 9 spin manifold for Fe8 [1].
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